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Resume

The article introduced the basic
axioms of the mathematical theory
of information: from the elementary
volume of information to the point
of information and information en-
semble of any size and complexity. It is
shown that the current configuration
of the information ensemble corre-
lates with the contents of space, which
is configured at the current time. It
was present relations for the density
of information at any point in the en-
semble and noted that under certain
assumptions, information density
is determined only by the history
of the information ensemble. It was
writtenin the principle of conservation
of information for open informational
ensemble and the expression of the
second law of thermodynamics for the
transformation of informationinto ener-
gy was obtained too. The assessment
of the effectiveness of the information
to energy transformation was done and
itis shown that «knowledge» in simple
physical system — is the part of the
information that can be transformed
into energy in accordance to the laws
of thermodynamics. The probabilistic
interpretation of the effectiveness
of information to energy transforma-
tion was given, which introduces the
value of knowledge through the formula
for Shannon's information. Submitted
relations are fundamental for the under-
standing and presentation of applied
informatics sciences disciplines such
us medical informatics.
Key words: information, conservative
law, thermodynamics, knowledge.
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Introduction

«Information is information, not mat-
ter or energy» ingeniously wrote Norbert
Wiener in 1948 [1]. There was need for
more than 60 years for real understand-
ing and experimental proofing for such
thesis. Professor Masaki Sano from Tokyo
University did experimental demonstration
of information-to-energy conversion ac-
cording to thermodynamics law [2]. Thus
information takes place among fundamen-
tal grounds of the Nature — space, time,
energy and matter. At the same time part
of the existing axiomatic theory of infor-
mation requires significant improvement,
which we are trying to fill in this article.
Moreover, such axiomatic are fundamental
for the understanding and presentation
of applied informatics sciences disciplines
such as medical informatics.

Results

Let's introduce the concept of an
elementary volume of information oV
within which information distribution oI
is uniform and given by its density p':

P=v (1)

Note that the point information &I is
a limiting case of an elementary volume
of information, when
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O = limpdV'. (2)
V=0
Now we define an information ensem-
ble Ias a configuration x(V,t) that occupies
a point of time t the amount of space V
for which

I= SpdV. (3)

xV.1)

Itis evident that the configuration x(V,t)
brings into correlation information I with
space region V, which configuration holds
at the given moment of time t.2

If we can trace the evolution of the ini-
tial configurationy(V,t) so there is one map
Athat takes x, (V,t) iny,(V,t), at a constant
amount of information I, then

r=p,av={p,av (4)
%(Vit) L(Vit)
If the mapping A is continuously differ-
entiable and denotes J as Jacobean:
J=ldet(V)| (5)

the using the theorem of integral calculus
we get

SpldV=Sp2JdV (6)
KVit) LVt

or

pJ=p,. (7)

Thus, the density of information
in a configuration defines the density
of all the rest.

Let’s make some concluding remarks
about introduced concepts. As for the
elementary volume of information (ac-
cording to the representation of uniform-
ity), — we can construct a distributive lat-
tice with the addition, which regulates the

'For example, the information storage industries are common for use technical unit of the recording

density of information — bit/in’.

’Information ensemble can relate to any existing or conceivable spatial objects that existed, exist
or are likely to exist in the future: an atom, molecule, man, house, company, country, planet, galaxy, etc.
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amount of information in the elementary
Boolean algebra[3]. Regarding to informa-
tion ensemble we can assert that it satisfies
the fundamental theorem of decomposi-
tion, —every ensemble B can be represent-
ing in the form of a compound of any of its
parts B with to separate ensemble A:

(B=AVB)&(AAB=0) (8)

here, vV — denotes connection; A — superpo-
sition. Now, in addition, we can note that
for the chosen sequence of nested pieces
of information i, of the information en-
semble I (when all i, have exactly one
common point and V(i) tends to zero
as k— o) information density is given
by (at almost every point x of the informa-
tion ensemble):

i
P, (x,1) = lim Vi) (9)

There are enough for further statement
of arguments.

Let us consider an informational open
ensemble (i.e. possible exchange of infor-
mation) for which the principle of conser-
vation of information can be written in the
form of an integral balance equation:

C%SpdV= Spdv= S(DndA + Sp‘PdV.
1Vt ) RV1) XVt

(10)

Thus, the balance equation postulates
that the rate of change of information
in any part of the configuration % (V,t)
of the information ensemble represented
as the sum: information flow across the
configuration border dy(V;t) and produc-
tion of information within the configura-
tion. The value ® — defines information
flow across the border and ¥ — inner infor-
mation production. The above balance equa-
tionisvalid for allinformation ensembles and
for all parts of their configurations.

We can move to the differential form
of the balance equation (10) by imposing
additional conditions of configuration
boundary smoothing and continuity for
the information flow ®3:

S(p—divdD—p\P)dV=O (1)
or finally
p=div® + pV¥. (12)

The last equation can be written for
any part i, of the information ensemble
in partial form:

p,=div® +p\¥. (13)

3Green'’s integral transformation using.

Here, density, flow and production
are correlated with part i, of the informa-
tion ensemble I.

Now dwell in more detail on the ex-
perimental study of information to energy
transformation by M. Sano [2]. This work
realized closed physical system which
represents an isolated information en-
semble of constant volume. There were
no information flows in the experiment
and all changes in the information en-
semble were implemented due to negative
internal production-reducing of informa-
tion on a specified amount. The balance
equation (integral form (10) is trivially
reduced to a differential (12)) for this case
can be written as:

1 dI _ I
Var- Yy (14)
which solution can be found as:
I=e™, (15)

In the paper it was shown that infor-
mation to energy transformation subor-
dinated to Jarzynski equality:

e —AF/kT — e —W/kT'

(16)

where according to the thermodynamics
law,

AF<W. (17)

Here, AF — difference of the system free
energy when work Wis done (the equality
in (17) occurs only for quasi-static proc-
ess); k — Boltzmann constant; T — tem-
perature.

Rewrite the left side of (16) as:

_ ~F, /kT
e AT =€ Tr A’FA/I{T

where F, — free energy in the initial state
and F, — in the final state of the system;
during the system transition from state
A to B an amount of work W was done
and free energy change on the value
AF=F, — F,.Note thatin the experiment
[2] during the transition from state A to B
the information of the ensemble decreased
for AI, so that

I —Wt, —WAL —Al
B I =€ B e_\[,:[A =€ =€
A

(19)

Comparing (16) and (19) we write the
second thermodynamic law (17) for the
case of information to energy transfor-
mation:

(18)

Al T = AF<W,

7 (20)

Let us estimate the efficiency of infor-
mation to energy transformation.

As we see from (16)—(20), it is impor-
tant that the amount of ensemble informa-
tion in the initial A and final states B only,
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then (related to famous efficiency estima-
tion by Carnot—Clausius—Kelvin [3]):

I
elgl— B%A<1.

or taking into account AI=1I, ~ I,

(21)

Al
e < Af 1, (22)
We rewrite (22) in view of (20) as:
<AI_ AF - W
eST=%T SkT 23)

Let us clarify the essence of the value

AL it is the part of complete ensemble
information which can be realized as work
and transformed to energy according
to (20). In the experiment [2] AI — this
is information about distribution of par-
ticles velocity in the physical system that
has allowed transforming this information
in a form of knowledge (about distribu-
tion of particles velocity) into work and
energy according to (20). If we define
information valuation in initial state A
and final state B we obtain:
« in the initial state A, by knowing the
velocity distribution of particles in the
system, we with probability p(Al) =1
achieve the goal of information to energy
transformation

;- p(Al) — p(0)
4 1—p(0)

+ in the final state B, knowledge AI has
lost its valuation because after transition
from A to Band doing the work Wthe velo-
city distribution of particles in the system
has changed and probability p(Al) getting
re-work by initial knowledge is comparable

to p(0)

p(Al) — p(0)
J -
o 1-p(0)

~1; (24)

~0—p(A)=p(0)=0.
(25)

Here p(0)=0 — the probability of achieve-
ment (getting a work) without knowledge
about velocity distribution in the system.
Thus, all information in the form of know-
ledge has been used for transformation
into energy.

Transformtheleft side of (22) and con-
sider the limiting case

Al=e L (26)

Now we rewrite (26) according to Shan-
non's formula for the amount of informa-
tion:

K(X)=Al= —e/(X)) p(x)-logp(x)

Al m
Thus, we statistically introduce the
concept of knowledge K(X) as the part
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amount of information in the elementary
Boolean algebra[3]. Regarding to informa-
tion ensemble we can assert that it satisfies
the fundamental theorem of decomposi-
tion, —every ensemble B can be represent-
ing in the form of a compound of any of its
parts B with to separate ensemble A:

(B=AVB)&(AAB=0) (8)

here, vV — denotes connection; A — superpo-
sition. Now, in addition, we can note that
for the chosen sequence of nested pieces
of information i, of the information en-
semble I (when all i, have exactly one
common point and V(i) tends to zero
as k— o) information density is given
by (at almost every point x of the informa-
tion ensemble):

i
P, (x,1) = lim Vi) (9)

There are enough for further statement
of arguments.

Let us consider an informational open
ensemble (i.e. possible exchange of infor-
mation) for which the principle of conser-
vation of information can be written in the
form of an integral balance equation:

C%SpdV= Spdv= S(DndA + Sp‘PdV.
1Vt ) RV1) XVt

(10)

Thus, the balance equation postulates
that the rate of change of information
in any part of the configuration % (V,t)
of the information ensemble represented
as the sum: information flow across the
configuration border dy(V;t) and produc-
tion of information within the configura-
tion. The value ® — defines information
flow across the border and ¥ — inner infor-
mation production. The above balance equa-
tionisvalid for allinformation ensembles and
for all parts of their configurations.

We can move to the differential form
of the balance equation (10) by imposing
additional conditions of configuration
boundary smoothing and continuity for
the information flow ®3:

S(p—divdD—p\P)dV=O (1)
or finally
p=div® + pV¥. (12)

The last equation can be written for
any part i, of the information ensemble
in partial form:

p,=div® +p\¥. (13)

3Green'’s integral transformation using.

Here, density, flow and production
are correlated with part i, of the informa-
tion ensemble I.

Now dwell in more detail on the ex-
perimental study of information to energy
transformation by M. Sano [2]. This work
realized closed physical system which
represents an isolated information en-
semble of constant volume. There were
no information flows in the experiment
and all changes in the information en-
semble were implemented due to negative
internal production-reducing of informa-
tion on a specified amount. The balance
equation (integral form (10) is trivially
reduced to a differential (12)) for this case
can be written as:

1 dI _ I
Var- Yy (14)
which solution can be found as:
I=e™, (15)

In the paper it was shown that infor-
mation to energy transformation subor-
dinated to Jarzynski equality:

e —AF/kT — e —W/kT'

(16)

where according to the thermodynamics
law,

AF<W. (17)

Here, AF — difference of the system free
energy when work Wis done (the equality
in (17) occurs only for quasi-static proc-
ess); k — Boltzmann constant; T — tem-
perature.

Rewrite the left side of (16) as:

_ ~F, /kT
e AT =€ Tr A’FA/I{T

where F, — free energy in the initial state
and F, — in the final state of the system;
during the system transition from state
A to B an amount of work W was done
and free energy change on the value
AF=F, — F,.Note thatin the experiment
[2] during the transition from state A to B
the information of the ensemble decreased
for AI, so that

I —Wt, —WAL —Al
B I =€ B e_\[,:[A =€ =€
A

(19)

Comparing (16) and (19) we write the
second thermodynamic law (17) for the
case of information to energy transfor-
mation:

(18)

Al T = AF<W,

7 (20)

Let us estimate the efficiency of infor-
mation to energy transformation.

As we see from (16)—(20), it is impor-
tant that the amount of ensemble informa-
tion in the initial A and final states B only,
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We rewrite (22) in view of (20) as:
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Let us clarify the essence of the value

AL it is the part of complete ensemble
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energy according to (20). If we define
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« in the initial state A, by knowing the
velocity distribution of particles in the
system, we with probability p(Al) =1
achieve the goal of information to energy
transformation

;- p(Al) — p(0)
4 1—p(0)

+ in the final state B, knowledge AI has
lost its valuation because after transition
from A to Band doing the work Wthe velo-
city distribution of particles in the system
has changed and probability p(Al) getting
re-work by initial knowledge is comparable

to p(0)

p(Al) — p(0)
J -
o 1-p(0)

~1; (24)

~0—p(A)=p(0)=0.
(25)

Here p(0)=0 — the probability of achieve-
ment (getting a work) without knowledge
about velocity distribution in the system.
Thus, all information in the form of know-
ledge has been used for transformation
into energy.

Transformtheleft side of (22) and con-
sider the limiting case

Al=e L (26)

Now we rewrite (26) according to Shan-
non's formula for the amount of informa-
tion:

K(X)=Al= —e/(X)) p(x)-logp(x)

Al m
Thus, we statistically introduce the
concept of knowledge K(X) as the part



of information I'that with probability e (X)
can be used for information to energy
transformation according to (20)—(22).

Conclusion

Thus, the article introduced the ba-
sic axioms of the mathematical theory
of information: from the elementary
volume of information to the point
of information and information ensem-
ble of any size and complexity. It is shown
that the current configuration of the
information ensemble correlates with the
contents of space, which is configured
at the current time. It was present rela-
tions for the density of information
atany pointinthe ensemble and noted that
under certain assumptions, information
density is determined only by the history
of theinformation ensemble. It was written
in the principle of conservation of
information for open informational
ensemble. The expression of the second
law of thermodynamics for the trans-
formation of information into energy
was obtained based on the principle
of conservation of information and data
of the experiment M. Sano [3]. The as-
sessment of the effectiveness of the in-
formation to energy transformation was
done and it is shown that «knowledge»
in simple physical system — is the part
of the information that can be transfor-
med into energy in accordance to the
laws of thermodynamics. The probabilis-
tic interpretation of the effectiveness
of information to energy transformation
was given, which introduces the value
of knowledge through the formula
for Shannon’s information. Submitted
relations are fundamental for the under-
standing and presentation of applied
informatics sciences disciplines such
us medical informatics.

References

1. N.Wiener. Cybernetics. MIT Press,
1965. — 212 p.

2. S. Toyabe, T. Sagawa, M. Ueda,
E. Muneyuki, and M. Sano, Experi-
mental demonstration of informa-
tion-to-energy conversion and vali-
dation of the generalized Jarzynski
equality, Nature Physics 6, 988
(2010) .

3. C.Truesdell. A first coursein rational
continuum mechanic. Academic
Press, 1976. — 295 p.

9

MaTemaTuyecknm nopgxop,
K UHopMaLunu N 3HaHUIO

A. B. MapTtbiHeHKo, M. B. MapTbIHEHKO
'XapbKoBCKI HALIMOHAbHbIV
yHuBepcuteT uM.B. H. KapasuHa, YkpanHa
2XapbKOBCKMNI HALMOHATbHbIV
SKOHOMUYECKN YHUBEPCUTET, YKpanHa

Pesiome

B craTbe BBefieHa 6a30Bas aKCUOMATU-
Ka MaTeMaTuyecKoii Teopumn unbopmManum:
0T 371eMEHTApPHOTO0 UHPOPMALNOHHOTO
obbeMa W ToueuHOW WHDOpPMALUK, 10
MHGOOPMALMOHHOTO aHCaM6NA TPOU3-
BOJLbHOT0 06beMa 1 cnoxHOCTU. [lokasaHo,
YTO TeKywasn KoHpuUrypauma nadopmaum-
OHHOT'0 aHCaMOJ15 COOTHOCUT €T0 COREPIKa-
HUe C IPOCTPAHCTBOM, KOTOpoe KoHbu-
rypauvsa 3aHWMaeT B TEKYUUA MOMEHT
BpeMeHU. [IpefcTaBneHbl COOTHOWEHUA
LA INOTHOCTU MHbOpPMauuu B nio6oit
TOYKe aHCcaMbis W OTMeUeHOo, UTO MpU
OIlpeieNleHHEIX TTPELIION0XKEHUAX ILOT-
HOCTb nHGOPMaLUUK OTIpefieNIAETCA TONLKO
ncrTopueit UHGOPMAUNOHHOTO aHCaMbnA.
3amucaH MPUHLUIT COXpaHeHUA nHOOP-
Mauun pns MHGOpPMaLNOHHO OTKPHI-
TOr0 aHCaMOJA U MONYYEHO BLIPAXEHUE
BTOPOTO 3aK0HA TEPMOAUHAMUKU AN
cnyyan TpaHchopmauun nHbopmauun
B 9Hepruio. IIpuseneHa onexka sdpdex-
TUBHOCTU TpaHchopMauun nadpopmanmumn
B SHEPTUIO U IIOKA3aHO, YTO «3HAHUEX
B ITPOCTOW GU3NIECKOl cUCcTeME — 3TO
YyacTb nHbOPMALUK, KOTOPAS MOKET OLITH
TpaHchopMupoBaHa B SHEPI'UIO B COOT-
BETCTBUU C 3aKOHAMU TePMOLUHAMUKU.
[lana BepoATHOCTHAA TPaKTOBKa 3ddex-
TUBHOCTU UHGOPMALNOHHO-3HEPTeTUYe-
cKoW TpaHchopMauum, KOTopas BBOAUT
BEIMYUHY 3HAHUA yepe3 GOpMyLy AN
nrdopmauun lllenxoxa. IlpepcraBnerHbie
COOTHOLIEHUA ABNAOTCA 6a30BHIMU ANA
TMOHUMAHUA U U3J0XKEHUA MPUKIIAZHBIX
IMCLUUIIANH UHGOPMATUKN, HATIPUMED,
MeLULUHCKON nHbOPMaTUKN.
Kmouesbie cnosa: nudopmauns, 3akox
COXpaHeHUA, TEPMOAVHAMUKA, 3HAHME.

MaTtemaTUyHUM Nigxig
po iHpopmauii i 3HaHHSA

O. B. MapTtuHeHko, M. B. MapTnHeHKO
XapKiBCbKMU HaLIOHAIbHW yHIBEPCUTET
IM.B. H. KapasiHa, YkpaiHa
2 XapKiBCbKW HaLiOHanbHUM
eKOHOMIYHWUW yHiBepcuTeT, YkpaiHa
Pesiome

V crarTi BBepeHa 6a3oBa akciomaTu-
ka mMarematruyHoi Teopii indpopmanii:
Bip enemeHTapHOro iHpopmayuinxoro
06cAry Ta ToukoBoi indopmauii, no in-
bopmauniitHoro axncambnio 4oBinbLHOTO
obcary ta cknagHocri. ITokasaHo, wo
IOTOYHA KoHpirypauis inbopmauitHoro
aHcam6110 CIiBBiHOCUTL OO 3MiCT
3 IPOCTOPOM, AKUI KOHPirypauin 3aitmae
BJlaHWI MOMeHT yacy. [Ipepncrasneni cris-
BifHOWEHHA AnA winbHocTi iHpopmanii
B Oynb-akii Touni ancambnio Ta 3as3Ha-
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YeHO, W0 MPU MeBHUX MPUNYLEHHAX
minbHicTy indopmanii BusHavaeTbCa
Tinbkuicropieto indopmauilitoro atcamo-
110. 3aNTUCAHUN IPUHIMIT 36epeKeHHA iH-
dbopmauii ana indopmaninHo Bigkpuroro
aHcam6io i oTpuMaHo BUpa3 [Pyroro
3aKOHY TEePMOAWHAMIKU ANA BUNAAKY
Tpanchopmanii inbopmauii B exneprit.
HaBegneHno ouiHKy eheKTUBHOCTI TpaHC-
dbopmauii indopmauii B exHeprito i moka-
3aHO, 1110 «3HAHHAY» B MPOCTiit piznyrxoi
cuctemi — 1 yacTuHa indopmauii, aka
Moxe O6yTu TpaHchopMOBaHA B eHepriio
BiZAMOBIZHO [0 3aKOHIB TepMOAUHAMIKU.
Hapaxo iMoBipHicHe TpaKTyBaHHA edek-
TUBHOCTI iHpopMaLinHO-eHepreTUYHOL
TpaHchopMalii, AKa BBOAUTL BENUUUHY
3HaHHA yepe3 bopmyny Ans inopmanii
LTennona. [lpencrasneHi criBBigHOWEHHA
€ 6a30BUMM /15 PO3YMiHHA i BUKNafaHHA
MPUKIAAHUX AUCLUUIILIH iHbOopMaTUKK,
Hanpuknaz, MefudHoi inpopMaTuku.
Kntouogi cnosa: inhopmauis, 3akoH 36e-
PEXEeHHs, TepMOAUHAMIKA, 3HAHHA.
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of information I'that with probability e (X)
can be used for information to energy
transformation according to (20)—(22).

Conclusion

Thus, the article introduced the ba-
sic axioms of the mathematical theory
of information: from the elementary
volume of information to the point
of information and information ensem-
ble of any size and complexity. It is shown
that the current configuration of the
information ensemble correlates with the
contents of space, which is configured
at the current time. It was present rela-
tions for the density of information
atany pointinthe ensemble and noted that
under certain assumptions, information
density is determined only by the history
of theinformation ensemble. It was written
in the principle of conservation of
information for open informational
ensemble. The expression of the second
law of thermodynamics for the trans-
formation of information into energy
was obtained based on the principle
of conservation of information and data
of the experiment M. Sano [3]. The as-
sessment of the effectiveness of the in-
formation to energy transformation was
done and it is shown that «knowledge»
in simple physical system — is the part
of the information that can be transfor-
med into energy in accordance to the
laws of thermodynamics. The probabilis-
tic interpretation of the effectiveness
of information to energy transformation
was given, which introduces the value
of knowledge through the formula
for Shannon’s information. Submitted
relations are fundamental for the under-
standing and presentation of applied
informatics sciences disciplines such
us medical informatics.
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MaTemaTuyecknm nopgxop,
K UHopMaLunu N 3HaHUIO

A. B. MapTtbiHeHKo, M. B. MapTbIHEHKO
'XapbKoBCKI HALIMOHAbHbIV
yHuBepcuteT uM.B. H. KapasuHa, YkpanHa
2XapbKOBCKMNI HALMOHATbHbIV
SKOHOMUYECKN YHUBEPCUTET, YKpanHa

Pesiome

B craTbe BBefieHa 6a30Bas aKCUOMATU-
Ka MaTeMaTuyecKoii Teopumn unbopmManum:
0T 371eMEHTApPHOTO0 UHPOPMALNOHHOTO
obbeMa W ToueuHOW WHDOpPMALUK, 10
MHGOOPMALMOHHOTO aHCaM6NA TPOU3-
BOJLbHOT0 06beMa 1 cnoxHOCTU. [lokasaHo,
YTO TeKywasn KoHpuUrypauma nadopmaum-
OHHOT'0 aHCaMOJ15 COOTHOCUT €T0 COREPIKa-
HUe C IPOCTPAHCTBOM, KOTOpoe KoHbu-
rypauvsa 3aHWMaeT B TEKYUUA MOMEHT
BpeMeHU. [IpefcTaBneHbl COOTHOWEHUA
LA INOTHOCTU MHbOpPMauuu B nio6oit
TOYKe aHCcaMbis W OTMeUeHOo, UTO MpU
OIlpeieNleHHEIX TTPELIION0XKEHUAX ILOT-
HOCTb nHGOPMaLUUK OTIpefieNIAETCA TONLKO
ncrTopueit UHGOPMAUNOHHOTO aHCaMbnA.
3amucaH MPUHLUIT COXpaHeHUA nHOOP-
Mauun pns MHGOpPMaLNOHHO OTKPHI-
TOr0 aHCaMOJA U MONYYEHO BLIPAXEHUE
BTOPOTO 3aK0HA TEPMOAUHAMUKU AN
cnyyan TpaHchopmauun nHbopmauun
B 9Hepruio. IIpuseneHa onexka sdpdex-
TUBHOCTU TpaHchopMauun nadpopmanmumn
B SHEPTUIO U IIOKA3aHO, YTO «3HAHUEX
B ITPOCTOW GU3NIECKOl cUCcTeME — 3TO
YyacTb nHbOPMALUK, KOTOPAS MOKET OLITH
TpaHchopMupoBaHa B SHEPI'UIO B COOT-
BETCTBUU C 3aKOHAMU TePMOLUHAMUKU.
[lana BepoATHOCTHAA TPaKTOBKa 3ddex-
TUBHOCTU UHGOPMALNOHHO-3HEPTeTUYe-
cKoW TpaHchopMauum, KOTopas BBOAUT
BEIMYUHY 3HAHUA yepe3 GOpMyLy AN
nrdopmauun lllenxoxa. IlpepcraBnerHbie
COOTHOLIEHUA ABNAOTCA 6a30BHIMU ANA
TMOHUMAHUA U U3J0XKEHUA MPUKIIAZHBIX
IMCLUUIIANH UHGOPMATUKN, HATIPUMED,
MeLULUHCKON nHbOPMaTUKN.
Kmouesbie cnosa: nudopmauns, 3akox
COXpaHeHUA, TEPMOAVHAMUKA, 3HAHME.

MaTtemaTUyHUM Nigxig
po iHpopmauii i 3HaHHSA

O. B. MapTtuHeHko, M. B. MapTnHeHKO
XapKiBCbKMU HaLIOHAIbHW yHIBEPCUTET
IM.B. H. KapasiHa, YkpaiHa
2 XapKiBCbKW HaLiOHanbHUM
eKOHOMIYHWUW yHiBepcuTeT, YkpaiHa
Pesiome

V crarTi BBepeHa 6a3oBa akciomaTu-
ka mMarematruyHoi Teopii indpopmanii:
Bip enemeHTapHOro iHpopmayuinxoro
06cAry Ta ToukoBoi indopmauii, no in-
bopmauniitHoro axncambnio 4oBinbLHOTO
obcary ta cknagHocri. ITokasaHo, wo
IOTOYHA KoHpirypauis inbopmauitHoro
aHcam6110 CIiBBiHOCUTL OO 3MiCT
3 IPOCTOPOM, AKUI KOHPirypauin 3aitmae
BJlaHWI MOMeHT yacy. [Ipepncrasneni cris-
BifHOWEHHA AnA winbHocTi iHpopmanii
B Oynb-akii Touni ancambnio Ta 3as3Ha-

Megnumnckas undopmarmka. Teopusa
Medical informatics. Theory

YeHO, W0 MPU MeBHUX MPUNYLEHHAX
minbHicTy indopmanii BusHavaeTbCa
Tinbkuicropieto indopmauilitoro atcamo-
110. 3aNTUCAHUN IPUHIMIT 36epeKeHHA iH-
dbopmauii ana indopmaninHo Bigkpuroro
aHcam6io i oTpuMaHo BUpa3 [Pyroro
3aKOHY TEePMOAWHAMIKU ANA BUNAAKY
Tpanchopmanii inbopmauii B exneprit.
HaBegneHno ouiHKy eheKTUBHOCTI TpaHC-
dbopmauii indopmauii B exHeprito i moka-
3aHO, 1110 «3HAHHAY» B MPOCTiit piznyrxoi
cuctemi — 1 yacTuHa indopmauii, aka
Moxe O6yTu TpaHchopMOBaHA B eHepriio
BiZAMOBIZHO [0 3aKOHIB TepMOAUHAMIKU.
Hapaxo iMoBipHicHe TpaKTyBaHHA edek-
TUBHOCTI iHpopMaLinHO-eHepreTUYHOL
TpaHchopMalii, AKa BBOAUTL BENUUUHY
3HaHHA yepe3 bopmyny Ans inopmanii
LTennona. [lpencrasneHi criBBigHOWEHHA
€ 6a30BUMM /15 PO3YMiHHA i BUKNafaHHA
MPUKIAAHUX AUCLUUIILIH iHbOopMaTUKK,
Hanpuknaz, MefudHoi inpopMaTuku.
Kntouogi cnosa: inhopmauis, 3akoH 36e-
PEXEeHHs, TepMOAUHAMIKA, 3HAHHA.
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